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Over 20 years of Advanced Systems for DOE and Others

B ACRF period [1983-1992]
— DOE's founding ACRF

— Explored many parallel architectures,
developed programming models and
tools, trained >1000 people

® HPCRC period [1992-1999] = TeraGrid [2001-present]

— Production-oriented parallel computing for - OV?r?” Project |-_ead |
Grand Challenges in addition to Computer — Defining, deploying and operating the
Science. integrated national cyberinfrastructure for NSF
— Fielded 15t IBM SP in DOE — 9 sites, 22 systems, 200TF

B LCRC [2003-present]

----- ' — Lab-wide production supercomputer service
— All research divisions, 56 projects, 380 users

B BlueGene Evaluation [2005-present]
— Founded BlueGene Consortium with IBM

* 67 institutions, >260 members

* Applications Workshop Series

 Systems Software Collaborations

Argonne National

- Laboratory

INCITE Getting Started Workshop March 4-5, 2008




ALCF Timeline

2004
— Formed of the Blue Gene Consortium with IBM

— DOE-SC selected the ORNL, ANL and PNNL teams for
Leadership Computing Facility award

2005
— Installed 5 teraflops Blue Gene/L for evaluation
2006
— Began production support of 6 INCITE projects, with BGW
— Joined IBM and LLNL to design and develop next Blue Genes
— “Lehman” Peer Review of ALCF campaign plans
2007
— Increased to 9 INCITE projects; continued development projects
— Install 100 teraflops Blue Gene/P system
2008
— Begin support of 20 INCITE projects on Blue Gene/P
— Add 500T teraflops Blue Gene/P system
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Mission and Vision for the ALCF

Our Mission

Provide the computational science community with a world leading
computing capability dedicated to breakthrough science and
engineering.

Our Vision

A world class center for computation driven scientific discovery that
has:

®  outstandingly talented people,

® the best collaborations with computer science and applied
mathematics,

® the most capable and interesting computers and,
® atrue spirit of adventure.

See http://www.alcf.anl.gov/ for additional information
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Blue Gene DNA

B Low power design :> massive parallelism
— The leader in Green Computing

B System on a Chip (SoC)
— Improves Price / Performance &
— Reduces system complexity & power

B Custom designed ASIC :
— Reducing overall part count, reducing errors * i
— Permits tweaking CPU design to reduce soft errors iy

B Dense packaging

B Fast communication network(s)

B Sophisticated RAS (reliability, availability, and serviceability)

B Dynamic software provisioning and configuration

I th
S com,
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DOE / IBM Partnership for Petascale Architectures
DOE NNSA/LLNL, DOE SC/ANL and IBM/Rochester/Watson

Science-driven

computational needs II
Innovative or
Evolutionary

Architecture Ideas

R&D contract
(the SOW)

DOE/IBM
Working Groups

Next Gen BG repeats the
successful BG/L cycle

Flexible build
contracts

Milestones &
Review Cycle
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Using TAU on IBM BGP
The Open Source community is here to help...

B Choose measurement configuration

% ls /soft/apps/tau/tau_latest/bgp/lib/Makefile.*
Makefile.tau-mpi-pdt
Makefile.tau-mpi-pdt-trace
Makefile.tau-callpath-mpi-pdt
Makefile.tau-callpath-mpi-compensate-pdt
Makefile.tau-depthlimit-mpi-pdt
Makefile.tau-mpi-compensate-pdt
Makefile.tau-multiplecounters-mpi-papi-pdt
Makefile.tau-multiplecounters-mpi-papi-pdt-trace
Makefile.tau-multiplecounters-papi-pdt
Makefile.tau-multiplecounters-pthread-papi-pdt
Makefile.tau-pdt
Makefile.tau-phase-multiplecounters-mpi-compensate-papi-pdt
Makefile.tau-phase-multiplecounters-mpi-papi-pdt
Makefile.tau-pthread-pdt ...

% setenv TAU_MAKEFILE /soft/apps/tau/tau-2.17/bgp/lib/Makefile.tau-mpi-pdt
% set path=(/soft/apps/tau/tau-2.17/ppc64/bin $path) # Front-end binaries

B Replace mpixIf90 r with tau f90.sh and compile your application
— Use tau_cxx.sh and tau_cc.sh for C++ and C compilers respectively

B e o INCITE Getting Started Workshop  March 4-5, 2008




TAU’s ParaProf 3D Profile Browser: Matmult

File Options Windows Help
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Profiling FLASH3 on IBM BG/P

000 TAU: ParaProf Manager
@ Applications TrialField Value
¥ | Standard Applications Name 1024p
» | Default App Apphc.atlon ID 1
’ Experiment ID 1
¥ | Default (jJdbc:derby: /Applications/TAU/tau-2.17 /apple/lib/perfdmf) Trial ID 11
¥ | FLASH3 (svn checkout 11/10/07) DATE
¥ | Sedov 2d auto 50 iterations on IBM BG/P COLLECTORID
> 1p NODE_COUNT 1024
» (7 2p CONTEXTS_PER_NODE 1
> 4 THREADS_PER_CONTEXT 1
Lo ap XML_METADATA <7xml version="1.0" encoding="UTF-8"7> <tau:metadata xmins:tau="...
> 8p XML_METADATA_GZ
>0 16p CPU Type 450 Blue Gene/P DD2
> 32p QWD /home /sameer/FLASH3 /tau
> B4p Executable /sbin.rd /ioproxy
> 128 Memory Size 1773600 kB
et P 0S Machine BGP
>l 256p 0S Name CNK
>0 512p 0S Release 2.6.19.2
¥ . 1024p ~ 0OS Version 1
@ Time TAU Architecture bgp
P | paratools_public_db (jdbc:postgresql:/ /www.paratools.com:5432 /paratool_perfdmf) ;’28 52::3” ;a;c?h_bgp -pdt=/soft/apps/tau/pdtoolkit-3.12 -pdt_c++=xIC -mpl

A Argf;€:r;ltit:; na INCITE Getting Started Workshop March 4-5, 2008




Sedov 2D Auto

TAU: ParaProf: Application 1, Experiment 1, Trial 11. 000 TAU: ParaProf: n,c,t 0,0,0 - Application 1, Experiment 1, Trial 11.
Metric: Time n .
Value: Exclusive Metric: Time
Value: Exclusive percent
e B OO0 OE00EE088800080 I]%IDIIIHIIE i=
mean ] — ] | L . . : . . . =
— 23.005% [ void io_hSwrite_unknowns(int *, hid_t *, int *, int *, int *, double *, double
€.10,0.0 = A N f , int ™, int*, int %, ) )
:,2,11,0‘0 = =EI: EDE%’EIDDEHD gE0oneaca 1 11— 5.704% [mmmm—] 10_OUTPUT q
n,ct2,0,0 H = B0 0 — 5.406% [ MPI_Allreduce()
n,6,13,0,0 B = =0 — 5.023% ] MPI_Recv)
n,ct4,0,0 H = E0O 0 — , "
Tersoe =—-1= — 4.735% IO_WRITEDATA
n,c,16,0,0 - WO — 4.638% [ void io_hSwrite_Irefine(int *, hid_t *, int *, int *, int *, int *) C
n,ct7,0,0 = E0 — 4.111% [___] MPI_Barrier()
net 80,0 — - — 3.591% [ void io_hSwrite_gid(int *, hid_t *, int (*)[9), int *, int *, int *) C
7611000 = L — 3.314% [mmmm MPI_Alltoall)
net11.0,0 - WO — 3.229% void io_hSwrite_which_child(int *, hid_t *, int *, int *, int *, int *) C
n,c,t12,0,0 = 0 — 3.009% [__] void io_hSwrite_nodetype(int *, hid_t *, int *, int *, int *, int *) C
:E: ﬁ'g'g E E % E 2.825% [==] void io_hSwrite_bflags(int *, hid_t *, int (*)[1], int *, int *, int *) C
nCt15.0,0 = ED — 2.817% [mmm void io_hSwrite_procnumber(int *, hid_t *, int *, int *, int *, int *) C
n,c,t16,0,0 - EO — 2.112% [ void io_hSclose_file(hid_t *) C
n,ct17,0,0 = = % E 2.083% [] MPI_Bcast()
nerisoe E E = — 1.712% [] void io_hSwrite_unknowns_sp(int *, hid_t *, int *, int *, int *, float *, float *, flc
nc120,0.0 E m EO — 1.654% [E MPI_Init)
n,ct21,0,0 % E E % — 1.537% [ void io_hSwrite_bndbox(int *, hid_t *, double *, int *, int *, int *) C
nGt22,0,0 L — 1.526% [ void io_hSwrite_coords(int *, hid_t *, double *, int *, int *, int *) C
Ry E e o 1.495% [ void io_hSwrite_blksize(int *, hid_t *, double *, int *, int *, int *) C
n,c,t25,0,0 Cmm W 1.373% [] void io_hSwrite_bndbox_sp(int *, hid_t *, float *, int *, int *, int *) C
n,,t26,0,0 e = = 1.368% [] void io_hSwrite_coords_sp(int *, hid_t *, float *, int *, int *, int *) C
nct27,00 %72 E% E 1.367% [ void io_hSwrite_blksize_sp(int *, hid_t *, float *, int *, int *, int *) C
1290 Bl 0.83% [@ void io_hSwriteLists(int *, hid_t *, int *, char (*)[80], double *, int *, char (*)(8
et ioe :|= == = 0.552% [ LOGFILE_OPEN
n,¢,t30,0,0 | | [~ . ~
n,c,t31,0,0 s D — 0.533% [ void io_hSinit_file(hid_t *, char *) C
:E: ;g'g‘g Exclusive Time: 27796 10.1 E 0.504% [ MPI_Allgather()
..t 33,0, inclusive Time: 2779610.0
n,C,t34,0,0 - 0.497% [] LOGFILE_CLOSE
n,c,t35,0,0 E 4 0.405% [] MPI_AMR_COMM_SETUP A
n,ct36,0,0 0.35% [ MPI_Ssend() v
A sroc N o ATIOML_ AT A
C -

e Initial test run did not include a load balanced problem
» Small problem: too little work for 1024 processor
 Proof of concept to validate porting of tools
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Modeling of Protofibril Structures Provides Insight
into Molecular Basis of Parkinson’s Disease
Igor Tsigelny, PI, U. California - San Diego

p
|

Parkinson’s Disease is the 2nd most
common adult neurological disease

Increased aggregation of alpha-
synuclein protein is thought to lead to
harmful pore-like structures in human
membranes

UCSD - SDSC team used molecular
modeling and molecular dynamics
simulations in combination with
biochemical and ultrastructural
analysis to show that alpha-synuclein
can lead to the formation of pore-like
structures on membranes

Used NAMD and MAPAS on Blue
Gene/L at ALCF and SDSC

Argonne National
Laboratory
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alpha-synuclein forming a dimer (above)
and a completed pentamer (below)
aftached to a membrane
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Transthyretin and
i neurodegeneration

Meeting Report

|| Protein structure prediction

FEBS 274(7) pp. 1862-7 April 2007
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High-Resolution Protein Structure Prediction
David Baker, Srivatsan Raman, Univ. of Washington é‘ﬁNCITﬁ

B Proteins are the workhorse molecules of all biological systems ALCF

B ROSETTA uses a two-phase Monte Carlo algorithm to sample the extremely
large space of possible structures to find the most favorable one

B Below: Electron density (black) was generated from phases determined from
two starting models. The crystal structure (red) agrees very well with the
phases determined from the Rosetta model.
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Argonne Theory and Computing Sciences Building

s O

| Wish | could tell you about BG/Q....

s

X T

A 200,000 sq ft creative space to do science, Coming Summer 2009

Argonne National

A Laboratory

INCITE Getting Started Workshop March 4-5, 2008




